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(57) ABSTRACT

Provided is a mobile communication terminal including: a
camera module which captures an image of a set area; a
microphone module which, when a sound including a voice
of'a user is input, extracts a sound level corresponding to the
sound and a sound generating position; and a control module
which estimates a position of a lip of the user from the image,
extracts a voice level from the sound level corresponding to
the position of the lip of the user and a voice generating
position from the sound generating position, and recognizes
the voice of the user based on at least one of the voice level
and the voice generating position.

20 Claims, 3 Drawing Sheets
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1
MOBILE COMMUNICATION TERMINAL
AND OPERATING METHOD THEREOF

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims priority to and the benefit of
Korean Patent Application No. 10-2013-0012429 filed in the
Korean Intellectual Property Office on Feb. 4, 2013, the entire
contents of which are incorporated herein by reference.

TECHNICAL FIELD

Embodiments relate to a mobile communication terminal
and an operating method thereof, and more particularly, to a
mobile communication terminal which easily recognizes a
voice of a user when a sound including the voice of the user is
input, and an operating method thereof.

BACKGROUND ART

Recently, lots of devices with a prefix label of smart
devices have been launched. Among them, a smart phone and
asmart TV form the largest market, and lots of services based
on the equipment are also launched. Specifically, a voice
recognition system is basically mounted on the equipment for
a smart interface to be released to the market. This function is
mounted on the equipment so as to be widely utilized as an
advertisement that the equipment is provided with the best
technology.

However, the most important part in the voice recognition
system is to precisely detect a voice uttered from the user.
Even though it is impossible to perfectly detect an actual
voice of the user from numerous surrounding noises, if a
sensor, which is basically mounted on equipment which is
currently launched, is efficiently and comprehensively used,
an error may be minimized.

Currently, a smart TV or a smart phone is generally
attached with several microphones and one or two cameras.
By doing this, a voice, which is not affected by the noise, is
accepted to remove the noise and to be utilized for voice
recognition. A service, which utilizes a technique such as face
recognition and gesture recognition using a camera, is also
provided.

From the related art, a lip-reading technique based on
image recognition has been suggested so that a method,
which more precisely detects and recognizes a voice in a
noisy situation, has been developed. Most of the methods
recognize a face, then recognize lips and tracks changes of the
lip motion so as to use information obtained by tracking the
changes of the lips as an auxiliary means for voice recogni-
tion. However, in a place with an illumination noise, for
example, a place where the illumination is dark, it is impos-
sible to track a motion of the lip.

Recently, a lip-reading technique based on voice recogni-
tion and image recognition is being studied.

SUMMARY OF THE INVENTION

The present invention has been made in an effort to provide
a mobile communication terminal which easily recognizes a
voice of a user when a sound including the voice of the user is
input and an operation method thereof.

A first exemplary embodiment of the present invention
provides a mobile communication terminal including a cam-
era module which captures an image of a set area; a micro-
phone module which, when a sound including a voice of a
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user is input, extracts a sound level and a sound generating
position corresponding to the sound; and a control module
which estimates a position of a lip of the user from the image,
extracts a voice level from the sound level corresponding to
the position of the lip of the user and a voice generating
position from the sound generating position, and recognizes
the voice of the user based on at least one of the voice level
and the voice generating position.

Another exemplary embodiment of the present invention
provides an operation method of the mobile communication
terminal according to the first exemplary embodiment includ-
ing capturing an image of a set area; when a sound including
avoice of a user is input, extracting a sound level and a sound
generating position corresponding to the sound; and estimat-
ing a position of a lip of the user from the image, extracting a
voice level from the sound level corresponding to the position
of'the lip of the user and a voice generating position from the
sound generating position, and recognizing the voice of the
user based on at least one of the voice level and the voice
generating position.

A second exemplary embodiment of the present invention
provides a mobile communication terminal including a cam-
era module which extracts an image of a user during a video
call; a microphone module which, when a sound including a
voice of a user is input, extracts a sound level and a sound
generating position corresponding to the sound; and a control
module which estimates a position of a lip of the user included
in the user image, extracts a voice generating position corre-
sponding to the position of the lip of the user from the sound
generating position and a voice level corresponding to the
voice generating position from the sound level, recognizes the
voice of the user, and generates image data in which the user
image and the user voice are mixed.

The mobile communication terminal and the operation
method thereof according to the exemplary embodiments
extract a sound level and a sound generating position when a
sound including a voice of a user is input in an environment
having lots of noises (noise components), estimate a position
of a lip of the user from an image captured by a camera
module, extract a voice level corresponding to the voice of the
user from the sound level and a voice generating position
corresponding to the voice of the user from the sound gener-
ating position, and recognize the sound of the user, thereby
improving a recognition rate for a user sound and improving
a quality for user voice recognition when a phone call mode or
a voice recognition function is performed.

The mobile communication terminal and the operation
method thereof according to the exemplary embodiments
remove a noise by detecting a voice of the user, thereby
significantly reducing an amount of packets which are trans-
mitted through data communication.

The mobile communication terminal and the operation
method thereof according to the exemplary embodiments use
sensor values input from a plurality of sensors provided in the
mobile communication terminal, thereby precisely recogniz-
ing and detect the voice of the user.

The foregoing summary is illustrative only and is not
intended to be in any way limiting. In addition to the illustra-
tive aspects, embodiments, and features described above, fur-
ther aspects, embodiments, and features will become appar-
ent by reference to the drawings and the following detailed
description.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a control block diagram illustrating a control
configuration of a mobile communication terminal according
to a first exemplary embodiment.



US 9,100,492 B2

3

FIG. 2 is aflowchart illustrating an operation method of the
mobile communication terminal according to the first exem-
plary embodiment.

FIG. 3 is a control block diagram illustrating a control
configuration of a mobile communication terminal according
to a second exemplary embodiment.

It should be understood that the appended drawings are not
necessarily to scale, presenting a somewhat simplified repre-
sentation of various features illustrative of the basic prin-
ciples of the invention. The specific design features of the
present invention as disclosed herein, including, for example,
specific dimensions, orientations, locations, and shapes will
be determined in part by the particular intended application
and use environment.

In the figures, reference numbers refer to the same or
equivalent parts of the present invention throughout the sev-
eral figures of the drawing.

DETAILED DESCRIPTION

The following description illustrates only a principle of the
present invention. Therefore, those skilled in the art may
implement the principle of the present invention and invent
various apparatuses, which are included in a concept and a
scope of the present invention, even though not clearly
described or illustrated in the specification. It should be
understood that all conditional terms and exemplary embodi-
ments, which are described in the specification, are clearly
intended only to understand the concept of the invention, but
the present invention is not limited to the exemplary embodi-
ments and states as described above.

It should be understood that all detailed description, which
specifies not only a principle, an aspect, and an exemplary
embodiment, but also a specific exemplary embodiment, is
intended to include structural and functional equivalents. It
should be understood that such equivalents include all ele-
ments which are invented so as to perform the same function
as the currently disclosed equivalents and equivalents, which
will be developed in the future, regardless with the structure.

Therefore, for example, the block diagram of the present
specification should be understood to represent an illustrative
conceptual aspect which specifies the principle of the inven-
tion. Similarly, it should be understood that all of a flowchart,
a status transitional view, and a pseudo code may be substan-
tially represented in a computer readable medium and indi-
cate various processes executed by a computer or a processor
regardless of whether the computer or the processor is appar-
ently illustrated.

Functions of various elements illustrated in the drawings
including a functional block, which is represented by a pro-
cessor or a concept similar thereto, may be provided by using
not only an exclusive hardware but also a hardware which
may execute a software with regard to an appropriate soft-
ware. I[fthe function is provided by the processor, the function
may be provided by a single exclusive processor, a single
shared processor or a plurality of individual processors, and
some of them may be shared.

A precise usage of a processor, control or a terminology
suggested as a concept similar thereto should not be inter-
preted by exclusively citing hardware, which is capable of
executing software, but should be understood to implicatively
include a digital signal processor (DSP), and a ROM, aRAM,
and a nonvolatile memory which store hardware and software
without any restrictions. Widely known and commonly used
other hardware may also be included therein.

In claims of this specification, components represented as
means to perform the function described in the detailed
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description are intended to include, for example, a combina-
tion of circuit elements which perform the above-mentioned
functions or all methods which performs functions including
all types of software including a firmware/microcode, and are
combined with an appropriate circuit which executes the soft-
ware in order to perform the function. In the invention defined
by the claims, the functions provided by the variously
described means are combined with each other and combined
with the method demanded by the claims so that any means
which may provide the above-mentioned function should be
understood to be equivalent to be understood from the speci-
fication.

The above objects, features, and advantages will be more
obvious from the detailed description with reference to the
accompanying drawings, and accordingly, those skilled in the
art to which the invention pertains will be able to easily
implement the technical spirit of the invention. However, in
describing the present invention, if it is considered that
description of a related known technology may unnecessarily
cloud the gist of the present invention, the description thereof
will be omitted.

FIG. 1 is a control block diagram illustrating a control
configuration of a mobile communication terminal according
to a first exemplary embodiment.

Referring to FIG. 1, the mobile communication terminal
may include an input module 10, a camera module 20, a
microphone module 30, and a control module 40.

In the exemplary embodiment, it is described that the
mobile communication terminal is a smart phone, but
examples of the mobile communication terminal may include
aportable phone, a notebook computer, a digital broadcasting
terminal, a PDA (personal digital assistants), a PMP (portable
multimedia player), a camera, a navigation, a tablet computer,
or an e-book terminal in addition to the smart phone but are
not limited thereto.

The input module 10 may include at least one of a user
input unit 12 and a display unit 14. The input module 10 may
further include all types of input devices which may control
an operation of the mobile communication terminal, but is not
limited thereto.

The user input unit 12 may be configured by a key pad, a
dome switch, or a (static pressure/electrostatic) touch pad
which may receive a command or arbitrary information by
push or touch manipulation of the user.

The user input unit 12 may be configured by a manipulation
system such as ajog wheel or a jog system or a joy stick which
rotates a key, or a finger mouse. Specifically, if the touch pad
and the display unit 14, which will be described below, form
a layer structure together, the touch pad and the display unit
14 may be called a touch screen.

The display unit 14 displays and outputs information
which is processed in the terminal. For example, if the mobile
communication terminal is in a phone call mode, the display
unit 14 displays a Ul (user interface) or a GUI (graphic user
interface) related to the phone call.

If the mobile communication terminal is in a video phone
call mode or a capturing mode, the display unit 14 may
individually or simultaneously display the image which is
captured or received, and displays the UI or GUIL.

As described above, when the display unit 14 and the user
input unit 12 form a layer structure together to be configured
as a touch screen, the display unit 14 may be used not only as
the output device but also as an input device which may input
information by a touch of the user.

If the display unit 14 is configured as a touch screen, the
display unit 14 may include a touch display panel, and a touch
display panel controller. In this case, the touch display panel
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is a transparent panel, which is attached outside the mobile
communication terminal, to be connected to an internal bus of
the mobile communication terminal. The touch display panel
watches a touch result, and if there is a touch input, transmits
corresponding signals to the touch display panel controller.

The touch display panel controller processes the signals
and then transmits the corresponding data to a control module
50 so as to allow the control module 50 to confirm whether
there is a touch input and which region of the touch screen is
touched. The display unit 14 may be configured by e-Paper.
The e-Paperis a kind of reflective display and has an excellent
visual property such as a high resolution, a wide viewing
angle, and a bright white background like paper and ink of the
related art.

The e-Paper may be implemented even on any types of
substrate such as a plastic, metal, or paper. An image on the
e-Paper is maintained even after cutting off the power. The
e-Paper does not have a backlight power source so that a
battery life span of the mobile communication terminal may
last for a longer time. As the e-Paper, a semi-circular twist ball
in which static electricity is charged or an electrophoresis
method or a micro capsule may be used.

The display unit 14 may include at least one of a liquid
crystal display, a thin film transistor liquid crystal display, an
organic light emitting diode, a flexible display, and a 3D
display.

In accordance with the mobile communication terminal,
two or more display units 14 may be provided. For example,
the mobile communication terminal may simultaneously
include an external display (not illustrated) and an internal
display (not illustrated).

In the exemplary embodiment, it is described that the input
module 10 inputs an executing command and an ending com-
mand which may receive a sound including a user voice
uttered from the user, but the input module 10 may perform all
functions described above and is not limited thereto.

When the executing command is input from the input mod-
ule 10, the camera module 20 operates by the control module
40, and captures an image of a set area.

In this case, the camera module 20 may include at least one
camera, and the number of cameras and the position where
the camera is mounted are not limited.

When the sound including the user voice is input, the
microphone module 30 may extract a sound level and a sound
generating position corresponding to the sound.

That is, the microphone module 30 generates a stereo-
phonic image including the sound level and the sound gener-
ating position extracted by receiving the sound input from the
outside by a microphone in a phone call mode, a recording
mode, and a voice recognition mode.

Here, the microphone module 30 may be at least one
microphone or a 3D microphone array and may also be
another device which is capable of recognizing the sound
input from the outside, but is not limited thereto.

In the exemplary embodiment, the camera module 20 and
the microphone module 30 have been represented by separate
modules, but may be formed by one module. However, the
invention is not limited thereto. When the executing com-
mand is input from the input module 10, the control module
40 may control the camera module 20 and the microphone
module 30 to interwork with each other.

That is, the control module 40 may include an estimating
unit 42 which estimates a position of the lip of the user from
the image captured by the camera module 20, an extracting
unit 44 which extracts a voice level and a voice generating
position corresponding to the position of the lip of the user
from the sound level and the sound generating position
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extracted from the microphone module 30, and a recognizing
unit 46 which recognizes the voice of the user based on the
voice level and the voice generating position.

The control module 40 may include a filter unit 48 which
filters a noise component included in the sound level and the
sound generating position or the voice level and the voice
generating position.

In the exemplary embodiment, it is described that the filter
unit 48 is included only in the control module 40, but the filter
unit 48 may also be included in the microphone module 30,
but the present invention is not limited thereto.

The estimating unit 42 may extract an image of a user face
from the image and then estimate the position of the lip of the
user by checking whether at least one of a motion and a depth
is changed in the image of the user face.

That is, the estimating unit 42 may estimate the change of
at least one of the motion and depth of the lip of the user
during the uttering of the voice of the user to estimate the
position of the lip of the user.

Thereafter, the extracting unit 44 may extract the voice
generating position corresponding to the position of the lip of
the user and the voice level in the voice generating position.

Therefore, the recognizing unit 46 may apply the voice
level to a set user voice recognizing algorithm to recognize
the voice of the user.

As described above, the mobile communication terminal
according to the first exemplary embodiment may extract the
position of the lip of the user, the voice level, and the voice
generating position from an image even in an environment
having lots of noises to precisely recognize the voice of the
user.

The mobile communication terminal according to the first
exemplary embodiment may easily recognize the voice of the
user in a voice recognizing mode and a phone call mode.

FIG. 2 is a flowchart illustrating an operation method of the
mobile communication terminal according to the first exem-
plary embodiment.

Referring to FIG. 2, if an executing command is input by a
user in step S110, the mobile communication terminal cap-
tures an image of a set area in step S120.

In other words, if the executing command is input from the
input module 10 by the user, the control module 40 operates
the camera module 20 to capture the image of the set area.

Here, the image may include an image of the user.

In step S130, when a sound including the voice of the user
is input, the mobile communication terminal extracts a sound
level and a sound generating position corresponding to the
sound.

In other words, the control module 40 allows the micro-
phone module 30 and the camera module 20 to interwork with
each other in accordance with the executing command to
extract the sound level and the sound generating position
when the sound including the voice of the user is input.

Thereafter, the mobile communication terminal estimates
the position of the lip of the user from the image in step S140
and extracts a voice level and a voice generating position
corresponding to the position of the lip of the user from the
sound level and the sound generating position in step S150.

That is, the control module 40 may estimate a position
where at least one of the motion and the depth is changed in
the user image included in the image to estimate the position
of'the lip of the user.

Thereafter, the control module 40 may extract the voice
generating position corresponding to the position of the lip of
the user from the sound generating position and the voice
level corresponding to the voice generating position.
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The mobile communication terminal may recognize the
voice of the user based on at least one of the voice generating
position and the voice level in step S160.

That is, the control module 40 may use a user voice recog-
nizing algorithm, which is set based on at least one of the
voice generating position and the voice level, to recognize the
voice of the user.

In the exemplary embodiment, the control module 40 may
filter the noise component included in the sound level and the
sound generating position or the voice level and the voice
generating position, but the present invention is not limited
thereto.

FIG. 3 is a control block diagram illustrating a control
configuration of a mobile communication terminal according
to a second exemplary embodiment.

Referring to FIG. 3, the mobile communication terminal
may include an input module 110, a camera module 120, a
microphone module 130, a sensor module 140, a communi-
cation module 150, and a control module 160.

In the exemplary embodiment, it is described that the
mobile communication terminal is a smart phone, but
examples of the mobile communication terminal may include
aportable phone, a notebook computer, a digital broadcasting
terminal, a PDA (personal digital assistants), a PMP (portable
multimedia player), a camera, a navigation, a tablet computer,
or an e-book terminal in addition to the smart phone but are
not limited thereto.

The input module 110 may include at least one of a user
input unit 112 and a display unit 114. The input module 110
may further include all types of input devices which may
control an operation of the mobile communication terminal,
but is not limited thereto.

The user input unit 112 may be configured by a key pad, a
dome switch, or a (static pressure/electrostatic) touch pad
which may receive a command or arbitrary information by
push or touch manipulation of the user.

The user input unit 112 may be configured by a manipula-
tion system such as a jog wheel or a jog system or a joy stick
which rotates a key, or a finger mouse. Specifically, if the
touch pad and the display unit 114, which will be described
below, form a layer structure, the touch pad and the display
unit may be called a touch screen.

The display unit 114 displays and outputs information
which is processed in the terminal. For example, if the mobile
communication terminal is in a phone call mode, the display
unit 114 displays a Ul (user interface) or a GUI (graphic user
interface) related to the phone call.

If the mobile communication terminal is in a video phone
call mode or a capturing mode, the display unit 114 may
individually or simultaneously display the image which is
captured or received, and displays the Ul or GUI.

As described above, when the display unit 114 and the user
inputunit 112 form a layer structure together to be configured
as a touch screen, the display unit 114 may be used not only
as the output device but also as an input device which may
input information by a touch of the user.

If the display unit 114 is configured as a touch screen, the
display unit 14 may include a touch display panel and a touch
display panel controller. In this case, the touch display panel
is a transparent panel, which is attached outside the mobile
communication terminal, to be connected to an internal bus of
the mobile communication terminal. The touch display panel
watches a touch result, and if there is a touch input, transmits
corresponding signals to the touch display panel controller.

The touch display panel controller processes the signals
and then transmits the corresponding data to the control mod-
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ule 160 so as to allow the control module 160 to confirm
whether there is a touch input and which region of the touch
screen is touched.

The display unit 114 may be configured by e-Paper. The
e-Paper is a kind of reflective display and has an excellent
visual property such as a high resolution, a wide viewing
angle, and a bright white background like paper and ink of the
related art.

The e-Paper may be implemented even on any types of
substrate such as a plastic, metal, or paper. An image on the
e-Paper is maintained even after cutting off the power. The
e-Paper does not have a backlight power source so that a
battery life span of the mobile communication terminal may
last for a longer time. As the e-Paper, a semi-circular twist ball
in which static electricity is charged or an electrophoresis
method or a micro capsule may be used.

The display unit 14 may include at least one of a liquid
crystal display, a thin film transistor liquid crystal display, an
organic light emitting diode, a flexible display, and a 3D
display. In accordance with the mobile communication ter-
minal, two or more display units 14 may be provided. For
example, the mobile communication terminal may simulta-
neously include an external display (not illustrated) and an
internal display (not illustrated).

Inthe exemplary embodiment, it is described that the input
module 110 inputs an executing command and an ending
command which may receive a sound including a user voice
uttered from the user, but the input module 110 may perform
all functions described above and is not limited thereto.

When the executing command is input from the input mod-
ule 110, the camera module 120 operates by the control
module 160, and captures an image of a set area.

In this case, the camera module 120 may include at least
one camera, and the number of cameras and the position
where the camera is mounted are not limited.

When the sound including the user voice is input, the
microphone module 130 may extract a sound level and a
sound generating position corresponding to the sound.

That is, the microphone module 30 generates a stereo-
phonic image including the sound level and the sound gener-
ating position extracted by receiving the sound input from the
outside by a microphone in a phone call mode, a recording
mode, and a voice recognition mode.

Here, the microphone module 130 may be at least one
microphone or a 3D microphone array, and may be another
device which is capable of recognizing the sound input from
the outside, but is not limited thereto.

In the exemplary embodiment, the camera module 120 and
the microphone module 130 have been represented by sepa-
rate modules, but may be formed by one module. However,
the invention is not limited thereto.

The sensor module 140 detects a current status of the
mobile communication terminal such as a switched status and
a position of the mobile communication terminal and the
contact of the user to generate a sensing signal in order to
control the operation of the mobile communication terminal.

The sensor module 140 may include a detection sensor
142, a pressure sensor 144, a motion sensor 146, and an
illumination sensor 148.

The detection sensor 142 may detect the presence of an
object which approaches the mobile communication terminal
or an object which is present near the mobile communication
terminal without having any mechanical contact.

The detection sensor 142 may use the change in an AC
magnetic field or a static magnetic field or a rate of change of
an electrostatic capacitance to detect an approaching object.
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The pressure sensor 144 may detect whether pressure is
applied to the mobile communication terminal, and an inten-
sity of the pressure.

The pressure sensor 144 may be provided in a portion of the
mobile communication terminal, which requires the detec-
tion of the pressure, in accordance with a usage environment.

If the pressure sensor 144 is provided in the display unit
114, a touch input through the display unit 114 and a pressure
touch input, which is larger than the touch input, may be
distinguished from each other in accordance with a signal
output from the pressure sensor 144.

It is possible to know an intensity of the pressure which is
applied to the display unit 114 when the pressure touch is
input, in accordance with a signal output from the pressure
sensor 144.

The motion sensor 146 uses an acceleration sensor or a
gyro sensor to detect a position or a motion of the mobile
communication terminal.

The acceleration sensor, which may be used in the motion
sensor 146, is an element which converts a change in accel-
eration in any one direction into an electrical signal, and is
widely used in accordance with the development of MEMS
(micro-electromechanical systems).

There are various types of acceleration sensors such as a
sensor which is mounted in an airbag system of a vehicle to
measure a large value of acceleration which is used for detect-
ing a collision and a sensor which recognizes a micro motion
of hands of human to measure a micro-value of acceleration
which is used as an input unit for a game.

Generally, the acceleration sensor is configured such that
two axes or three axes are mounted in one package, and in
some usage environments, only one axis, for example, a
Z-axis is required. Accordingly, in some reasons, if an accel-
eration sensor in an X-axis or a Y-axis direction needs to be
used instead of the Z-axis direction, the acceleration sensor
may be mounted by being stood on a main substrate using a
separate sub-substrate. The gyro sensor is a sensor which
measures an angular velocity, and may detect a direction
which is rotated from a reference direction.

The illumination sensor 148 may measure a brightness of
the outside. When a video call command is input from the
input module 110, the illumination sensor 148 may be
adjusted so that the camera module 120 easily recognizes the
user and an external object from at least one of the user image
and the external image.

The control module 160 may generally control operations
of'the modules and control the overall operation of the mobile
communication terminal.

In the exemplary embodiment, when the executing com-
mand for a video call is input from the input module 110, the
control module 160 may control the control module 120 and
the microphone module 130 to interlock with each other.

That is, the control module 160 may include an estimating
unit 162 which estimates a position of the lip of the user from
the image captured by the camera module 120, an extracting
unit 164 which extracts a voice level and a voice generating
position corresponding to the position of the lip of the user
from the sound level and the sound generating position
extracted from the microphone module 130, and a recogniz-
ing unit 166 which recognizes the voice of the user based on
the voice level and the voice generating position.

The control module 160 may include a filter unit 168 which
filters a noise component included in the sound level and the
sound generating position or the voice level and the voice
generating position.

In the exemplary embodiment, it is described that the filter
unit 168 is included only in the control module 160, but the
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10

filter unit 168 may also be included in the microphone module
130, but the invention is not limited thereto.

The estimating unit 162 may extract an image of a user face
from the image and then estimate the position of the lip of the
user by checking whether at least one of a motion and a depth
is changed in the image of the user face.

That is, the estimating unit 162 may estimate the change of
at least one of the motion and depth of the lip of the user
during the uttering of the voice of the user to estimate the
position of the lip of the user.

Thereafter, the extracting unit 164 may extract the voice
generating position corresponding to the position of the lip of
the user and the voice level in the voice generating position.

Therefore, the recognizing unit 166 may apply the voice
level to a set user voice recognizing algorithm to recognize
the voice of the user.

The control module 160 may operate at least one of the
detection sensor 142, the pressure sensor 144, the motion
sensor 146, and the illumination sensor 148 included in the
sensor module 140 to receive a sensing value.

For example, when a sensing value, that is, a brightness is
input from the illumination sensor 148 during the video call,
the control module 160 applies an estimating algorithm set in
accordance with the brightness to estimate a position where at
least one of a color, a motion, and a depth is changed in the
user image included in the image from the position of the lip
of the user.

That is, when the image of the user face is clear or faint in
the user image in accordance with the external brightness, the
control module 160 may estimate a contour of the face to
estimate the position of the lip of the user.

When the calling command is input, the control module
160 may estimate the position of the lip of the user based on
the sensing value input from at least one of the detection
sensor 142, the pressure sensor 144, and the motion sensor
146, for example, a sensing value with respect to the position
of the mobile communication terminal, the touch pressure,
and the motion of the user and extract the voice level and the
voice generating position corresponding to the position of the
lip of the user, thereby recognizing the voice of the user.

Thereafter, the control module 160 transmits the image
data in which the user image and the user voice information
are mixed to the outside through the communication module
150. When an ending command corresponding to the voice
call is input from the input module 110, the control module
160 stops operations of the modules.

The mobile communication terminal according to the
exemplary embodiment determines priority through the cam-
era module, the 3D microphone module, and a plurality of
sensors in accordance with a situation of the phone call loca-
tion during a video call or a voice call to easily recognize the
voice of the user, which is not affected by the external noise,
from the voice and the image of the user.

As described above, the exemplary embodiments have
been described and illustrated in the drawings and the speci-
fication. The exemplary embodiments were chosen and
described in order to explain certain principles of the inven-
tion and their practical application, to thereby enable others
skilled in the art to make and utilize various exemplary
embodiments of the present invention, as well as various
alternatives and modifications thereof. As is evident from the
foregoing description, certain aspects of the present invention
are not limited by the particular details of the examples illus-
trated herein, and it is therefore contemplated that other modi-
fications and applications, or equivalents thereof, will occur
to those skilled in the art. Many changes, modifications, varia-
tions and other uses and applications of the present construc-
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tion will, however, become apparent to those skilled in the art
after considering the specification and the accompanying
drawings. All such changes, modifications, variations and
other uses and applications which do not depart from the spirit
and scope of the invention are deemed to be covered by the
invention which is limited only by the claims which follow.

What is claimed is:

1. A mobile communication terminal, comprising:

a camera module which captures an image of a set area;

a microphone module which, when a sound including a
voice ofauser is input, extracts a sound level and a sound
generating position corresponding to the sound; and

a control module which estimates a position of a lip of the
user from the image, extracts a voice level from the
sound level corresponding to the position of the lip of the
user and a voice generating position from the sound
generating position, and recognizes the voice of the user
based on at least one of the voice level and the voice
generating position.

2. The mobile communication terminal of claim 1, further

comprising:

an input module which receives the sound and inputs at
least one of an executing command and an ending com-
mand,

wherein the input module includes at least one of a touch
display panel and a key pad.

3. The mobile communication terminal of claim 1, wherein
the camera module captures an image of the set area in accor-
dance with the control of the control module.

4. The mobile communication terminal of claim 1, wherein
the microphone module interworks with the camera module
in accordance with the control of the control module and
extracts a stereophonic image including the sound level and
the sound generating position corresponding to the input
sound.

5. The mobile communication terminal of claim 1, wherein
the microphone module is at least one of a microphone and a
3D microphone array.

6. The mobile communication terminal of claim 1, further
comprising:

an input module which receives the sound and inputs at
least one of the executing command and the ending
command,

wherein when the executing command is input, the control
module operates the camera module and the microphone
module to receive the image, the sound level, and the
sound generating position.

7. The mobile communication terminal of claim 1, wherein

the control module includes:

an estimating unit which estimates a position of a lip of the
user from the image;

an extracting unit which extracts the voice level and the
voice generating position corresponding to the position
of'the lip of the user from the sound level and the sound
generating position; and

a recognizing unit which recognizes the voice of the user
based on the voice level and the voice generating posi-
tion.

8. The mobile communication terminal of claim 7, wherein
the control module includes a filter unit which filters a noise
component included in the sound level and the sound gener-
ating position or the voice level and the voice generating
position.

9. An operation method of a mobile communication termi-
nal, comprising:

capturing an image of a set area;
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extracting, when a sound including a voice of a user is
input, a sound level and a sound generating position
corresponding to the sound;

estimating a position of a lip of the user from the image,

extracting a voice level and a voice generating position
corresponding to the position of the lip of the user from
the sound level and the sound generating position, and

recognizing the voice ofthe user based on atleast one of the
voice level and the voice generating position.

10. The operation method of claim 9, further comprising:

before the capturing, inputting an executing command
which captures the set area.

11. The operation method of claim 9, wherein the estimat-
ing estimates a position where at least one of a motion and a
depth is changed in an image of a face of the user included in
the image, from the position of the lip of the user.

12. The operation method of claim 9, wherein the extract-
ing extracts the voice generating position corresponding to
the position of the lip of the user from the sound generating
position and the voice level corresponding to the voice gen-
erating position from the sound level.

13. A mobile communication terminal, comprising:

a camera module which extracts an image of a user during

a video call;

a microphone module which, when a sound including a
voice of auser is input, extracts a sound level and a sound
generating position corresponding to the sound; and

a control module which estimates a position of a lip of the
user included in the user image, extracts a voice gener-
ating position corresponding to the position of the lip of
the user from the sound generating position and a voice
level corresponding to the voice generating position
from the sound level the sound, recognizes the voice of
the user, and generates image data in which the user
image and the user voice are mixed.

14. The mobile communication terminal of claim 13, fur-

ther comprising:

an input module which inputs at least one of an executing
command and an ending command which receives the
sound,

wherein the input module includes at least one of a touch
display panel and a key pad.

15. The mobile communication terminal of claim 13,
wherein the camera module is at least one of a microphone
and a 3D microphone array.

16. The mobile communication terminal of claim 13,
wherein the microphone module interworks with the camera
module in accordance with the control of the control module,
and extracts a stereophonic image including the sound level
and the sound generating position corresponding to the input
sound.

17. The mobile communication terminal of claim 13, fur-
ther comprising:

an input module which inputs an executing command and
an ending command for the video call,

wherein when the executing command is input, the control
module operates the camera module and the 3d micro-
phone module to receive the image of the user, the sound
level, and the sound generating position.

18. The mobile communication terminal of claim 13,

wherein the control module includes:

an estimating unit which estimates a position of a lip of the
user from the image;

an extracting unit which extracts the voice level and the
voice generating position corresponding to the position
of the lip of the user from the sound level and the sound
generating position;
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afilter unit which filters a noise component included in the
sound level and the sound generating position or the
voice level and the voice generating position; and

a recognizing unit which recognizes the voice of the user

based on the voice level and the voice generating posi- 5
tion which are filtered by the filter unit.

19. The mobile communication terminal of claim 18,
wherein the estimating unit estimates the position of the lip of
the user based on the change of at least one of a color, a
motion, and a depth from the user image. 10

20. The mobile communication terminal of claim 14, fur-
ther comprising:

a communication module which transmits the image data

to the outside in accordance with the control of the
control module. 15

14



